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AREA UNDER THE CURVE AS
A MEASURE OF DISCOUNTING

JOEL MYERSON, LEONARD GREEN, AND
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We describe a novel approach to the measurement of discounting based on calculating the area
under the empirical discounting function. This approach avoids some of the problems associated
with measures based on estimates of the parameters of theoretical discounting functions. The area
measure may be easily calculated for both individual and group data collected using any of a variety
of current delay and probability discounting procedures. The present approach is not intended as
a substitute for theoretical discounting models. It is useful, however, to have a simple, univariate
measure of discounting that is not tied to any specific theoretical framework.
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The present effort describes a novel way to
measure the discounting of delayed and
probabilistic rewards. Discounting is a perva-
sive phenomenon in decision making by hu-
mans and nonhuman animals. The results of
a large number of experiments using delayed
rewards have shown that the subjective value
of a delayed reward is less than the value of
an immediate reward of the same nominal
amount (e.g., Green, Fry, & Myerson, 1994;
Kirby, 1997; Mazur, 1987; Myerson & Green,
1995; Rachlin, 1989). More specifically, the
value of a reward has been shown to decrease
as a function of delay, and this phenomenon
is termed temporal discounting. So too, re-
search has shown that the subjective value of
a probabilistic reward is less than the value of
a certain reward of the same nominal
amount, and also that the value of a reward
decreases as a function of the odds against its
receipt (e.g., Green, Myerson, & Ostaszewski,
1999a; Rachlin, Raineri, & Cross, 1991). This
phenomenon is referred to as probability dis-
counting.

The proposed method for measuring dis-
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counting uses the area under the empirical
discounting function and thus avoids poten-
tial problems created by the lack of consensus
regarding the mathematical form of the dis-
counting function as well as some of the
problems for quantitative analysis that arise
from statistical properties of the parameters
of discounting functions. The method is the-
oretically neutral and may be easily applied
to both individual and group data collected
using any of a variety of current procedures.
Moreover, it is applicable to various issues in
the study of temporal and probability dis-
counting, including the effects of type and
amount of reward on the rate of discounting.

Examples of both temporal and probability
discounting may be seen in Figure 1. The
data are taken from an experiment with hu-
man subjects (Green et al., 1999a, Experi-
ment 1) in which participants chose between
an immediate, certain reward and another re-
ward that was either delayed or probabilistic.
The amount of the immediate, certain re-
ward was adjusted until participants were in-
different between the two options. The
amount of the immediate, certain reward at
the point of indifference was taken as the sub-
jective value of the delayed or probabilistic
reward.

Temporal and probability discounting play
important roles in everyday decision making
as, for example, when humans choose be-
tween investments or when nonhuman ani-
mals make foraging decisions. Discounting
may also provide insight into problem behav-
ior and its remediation. Problem behavior for
which discounting is relevant includes path-



236 JOEL MYERSON et al.

Fig. 1. Subjective value as a function of delay until a reward is received (left panel) and as a function of odds
against receiving a reward (right panel). Subjective value is measured as the amount of an immediate, certain reward
judged equal in value to a delayed or probabilistic reward. To compare the discounting of different amounts of
reward, subjective values are expressed as a proportion of the nominal amount of the delayed or probabilistic reward
(i.e., $500 and $10,000). Data from 2 subjects (P-24, left panel, and P-58, right panel) in Experiment 1 of Green et
al. (1999a) are shown.

ological gambling and substance abuse as
well as other kinds of behavior that are often
assumed to involve impulsivity (e.g., Herrn-
stein & Prelec, 1992; Heyman, 1996; Petry &
Casarella, 1999; Rachlin, 1990). More gener-
ally, our understanding of issues concerning
self-control may be enhanced if analyses are
informed by knowledge of individuals’ ten-
dency to discount delayed and probabilistic
outcomes.

Discounting has been viewed as a funda-
mental decision process, and several mathe-
matical models have been proposed that at-
tempt to capture underlying mechanisms.
The standard economic account is based on
exponential discounting (Loewenstein, 1992;
Samuelson, 1937). However, considerable be-
havioral data indicate that at both the indi-
vidual and group levels, a hyperbola or hy-
perbola-like discounting function of the form
of Equation 1 provides a better description of
choice involving delayed and probabilistic re-
wards (Green, Myerson, & Ostaszewski,
1999b; Kirby & Marakovic, 1995; Mazur, 1987;
Myerson & Green, 1995; Rachlin et al., 1991):

Y 5 A/(1 1 bX)s (1)

where Y is the subjective value of a reward of
amount A, b is the discounting rate parame-

ter, X is the independent variable (either de-
lay until or odds against receiving the re-
ward), and s reflects the nonlinear scaling of
amount and either time or probability (i.e.,
the psychophysical function relating subjec-
tive magnitude to objective magnitude tends
to be nonlinear; Stevens, 1957). It should be
noted that Equation 1 reduces to a simple
hyperbola when s 5 1.0.

Uses of Mathematical
Discounting Models

Distinguishing among mathematical mod-
els (e.g., between exponential decay and hy-
perbola-like discounting models) is impor-
tant because different models represent
different conceptualizations of the decision-
making processes. For example, one way of
conceptualizing the choice between immedi-
ate and delayed rewards is as a choice be-
tween alternatives that differ with respect to
the risk involved. An immediate reward may
be thought of as a ‘‘sure thing,’’ whereas wait-
ing involves some degree of risk that the de-
layed reward will not be forthcoming. From
this perspective, the exponential model as-
sumes that each additional unit of delay in-
volves the same marginal increase in the de-
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gree of risk (i.e., it assumes a constant hazard
rate; Green & Myerson, 1996).

The hyperbola-like model, in contrast, as-
sumes that a choice between an immediate
and a delayed reward is a choice between two
reinforcement rates, and each additional unit
of delay decreases the ratio of amount to de-
lay, resulting in a decrease in the subjective
value of the delayed reward. Thus, the fact
that the function that best describes temporal
discounting is hyperbola-like rather than ex-
ponential (e.g., Kirby, 1997; Myerson &
Green, 1995; Rachlin et al., 1991) argues
against the idea that value decreases with de-
lay because of a constant probability that
something will happen that would prevent re-
ward delivery (as assumed by standard eco-
nomic models; for an analysis of the differ-
ence between exponential and hyperbola-like
models based on hazard rates, see Green &
Myerson, 1996).

Another potential contribution of dis-
counting models is that, under some circum-
stances, their parameters can be used as de-
pendent variables. For example, discounting
rate parameters (b in Equation 1) have been
used as a basis for comparing discounting of
rewards of different magnitude (Green,
Myerson, & McFadden, 1997). In addition to
such within-subject comparisons, average rate
parameters of different groups (e.g., smok-
ers, problem drinkers, heroin addicts) have
also been used to determine whether the
groups differ in impulsivity (Madden, Petry,
Badger, & Bickel, 1997; Mitchell, 1999; Vuch-
inich & Simpson, 1998).

However, this approach may prematurely
tie the comparison to a particular model of
discounting behavior. Consider, for example,
a comparison of the discounting of delayed
rewards by two groups (although the same ar-
gument also applies to a comparison between
individuals or between the same individual in
different experimental conditions). The two
groups could differ in the extent to which
they discount delayed rewards (in the sense
that the subjective value of a delayed reward
is less for one group than for the other).
However, this behavioral outcome could re-
flect two different kinds of fits of Equation 1.
That is, the two groups could differ only in b,
in which case the group for whom the b pa-
rameter was larger would show greater dis-
counting. On the other hand, the two groups

could differ only in s, in which case the group
for whom the s parameter was larger would
show greater discounting.

According to the derivation of Equation 1
proposed by Myerson and Green (1995), only
the former (i.e., differences in b) reflect dif-
ferences in discounting, whereas the latter
(i.e., differences in s) reflect differences in
scaling. However, this interpretation of the
parameters may be peculiar to their model.
Alternative models that differ in their inter-
pretation of Equation 1 have been proposed
(Loewenstein & Prelec, 1992), as well as dis-
counting functions that differ in their math-
ematical form (e.g., Grace, 1999). Moreover,
although the use of estimates of a model’s
parameters (based on fits to individual-sub-
ject data) as a basis of comparison is some-
times appropriate, this measurement ap-
proach has significant limitations.

Measurement Considerations

We have observed that in most, if not all,
data sets (e.g., Green et al., 1997; Myerson &
Green, 1995; Simpson & Vuchinich, 2000),
the data from a number of individuals are
poorly fit by a simple hyperbola. In contrast,
Equation 1 provides an adequate fit to the
data from all individual subjects. For many
subjects, however, the confidence interval
around their individual parameter estimates
is quite large. In most, if not all, data sets,
there is also considerable variability between
subjects, and distributions of individual pa-
rameter estimates are quite skewed.

These characteristics of individual param-
eter estimates can cause problems if one
wants to use inferential statistics. Although in-
ferential statistical techniques typically are
not associated with the behavior-analytic tra-
dition from which much of the discounting
research originates, such comparisons may be
a useful tool, particularly when within-subject
comparisons are impossible. For example, it
is impossible to use an ABA design to make
behavioral comparisons between males and
females or between pigeons and rats, or when
behavioral testing itself modifies subsequent
behavior. In within-subject comparisons, sta-
tistical tests may simply be a useful addition
to the analytic tool kit. (For recent discus-
sions of issues involved in the use of statistical
inference in behavior analysis, see Ator, 1999;
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Table 1

Median, mean, standard deviation, and skew for distri-
butions of parameters of discounting models (Equation
1 and simple hyperbola) for Experiment 1 of Green et
al. (1999a), delayed reward conditions.

Medi-
an Mean SD Skew

Equation 1
b for $500 reward
b for $10,000 reward
s

0.141
0.088
0.744

31.30
6.42
5.00

164.64
42.76
17.45

5.75*
8.06*
5.02*

Hyperbola
b for $500 reward
b for $10,000 reward

0.102
0.047

0.35
0.24

0.68
0.91

3.47*
6.92*

* p , .05.

Table 2

Median, mean, standard deviation, and skew for distributions of parameters of discounting
models (Equation 1 and simple hyperbola) for Experiment 1 of Green et al. (1999a), prob-
abilistic reward conditions.

Median Mean SD Skew

Equation 1
b for $500 reward
b for $10,000 reward
s

7.760
12.150
0.461

1.36 3 105

3.58 3 105

2.17

1.13 3 106

2.43 3 106

8.93

8.25*
7.64*
7.33*

Hyperbola
b for $500 reward
b for $10,000 reward

2.276
3.860

4.82
18.07

6.54
69.15

2.79*
7.01*

* p , .05.

Baron, 1999; Branch, 1999; Crosbie, 1999;
Davison, 1999; Perone, 1999; Shull, 1999.)

The use of inferential statistics with dis-
counting data has its own specific limitations.
For example, parametric statistical tests as-
sume that measures are normally distributed.
As already noted, however, individual param-
eter estimates for discounting functions (e.g.,
b and s in Equation 1) tend to be significantly
positively skewed (see Table 1 for temporal
discounting parameters and Table 2 for prob-
ability discounting parameters). For Equation
1, the data in Table 1 are based on the pa-
rameter estimates for all 68 individuals who
participated in Green et al. (1999a, Experi-
ment 1). For the hyperbola, parameter esti-
mates could not be determined for some in-
dividuals because of the poor fits (R2s equal
to zero for 6 individuals in the delay discount-
ing conditions and 7 individuals in the prob-
ability discounting conditions), and the data

from those individuals were excluded from
the calculation of the descriptive statistics.

We selected Experiment 1 of Green et al.
(1999a) to illustrate the problem of skew be-
cause the relatively large number of partici-
pants permits better estimation of the shape
of the frequency distribution. The skew may
be seen clearly in Figure 2, which presents
frequency distributions of the discounting
rate parameter (i.e., b) of Equation 1 for both
the small ($500) and large ($10,000) delayed
and probabilistic rewards.

Skewed distributions like those shown in
Figure 2 require the use of nonparametric
tests. However, the use of such tests presents
several problems. There are no standard two-
or multiway nonparametric tests that apply to
data from independent samples. For exam-
ple, no nonparametric test exists for compar-
ing discounting by different groups (e.g., ad-
dicts and nonaddicts) when experimental
factors (e.g., amount or type of the delayed
or probabilistic reward) also differ.

Even when nonparametric statistical tests
do exist, they are generally less powerful than
their parametric counterparts (Hays, 1994).
Moreover, estimates of the parameters of
Equation 1 may not be independent mea-
sures of discounting behavior. In fact, for dis-
counting of both delayed and probabilistic re-
wards, the dependence between estimates of
the b and s parameters often exceeds .80. As
a consequence, a statistical comparison may
well require modeling the dependence be-
tween these measures. Techniques for doing
so (e.g., multivariate analysis of variance)
tend to be less powerful than univariate com-
parisons and assume linear relations between
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Fig. 2. Frequency distributions (N 5 68) for the b parameter in Equation 1. In each panel, note the break in the
horizontal axis and the high frequency of extreme parameter values that are indicative of the skew of the distribution.
Data are from Experiment 1 of Green et al. (1999a).

parameter estimates, an assumption that may
not be justified given the skewed parameter
distributions.

Thus, despite the success of Equation 1 and
the simple hyperbola in describing discount-
ing data, the parameters of these equations
present both interpretative and statistical dif-
ficulties. To avoid these difficulties, a theory-
free measure of discounting is proposed in
the following section.

A Theoretically Neutral
Measure of Discounting

Behaviorally, discounting is exemplified by
the lower subjective value of a delayed or
probabilistic reward relative to an immediate
or certain reward. For example, for a reward
available at a specific delay, the degree of
temporal discounting is indicated by the sub-

jective value of that reward, and a general
measure of discounting needs to combine
multiple measures of discounting obtained at
different delays. One way of combining such
measures is to calculate the area under the
empirical discounting function (i.e., the set
of observed values plotted as a function of
the independent variable), as shown in Fig-
ure 3.

The data in Figure 3 are from a typical sub-
ject (P-24) in Experiment 1 of Green et al.
(1999a; see their Figure 2). To calculate the
area under the curve, we began by normal-
izing the delay and subjective value for each
data point. That is, the delay was expressed
as a proportion of the maximum delay, and
the subjective value was expressed as a pro-
portion of the nominal amount (i.e., the sub-
jective value divided by the actual, delayed
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Fig. 3. Calculation of the area under the empirical
discounting function. Data are for Subject P-24 ($500 de-
layed-reward condition) in Experiment 1 of Green et al.
(1999a).

amount). These normalized values were used
as x coordinates and y coordinates, respec-
tively, to construct a graph of the discounting
data. Vertical lines were then drawn from
each data point to the x axis, subdividing the
graph into a series of trapezoids (as shown in
Figure 3). The area of each trapezoid is equal
to (x2 2 x1)[(y1 1 y2)/2], where x1 and x2 are
successive delays, and y1 and y2 are the sub-
jective values associated with these delays.
(For the first trapezoid, the value of x1 and
y1 are defined as 0.0 and 1.0.) The area under
the empirical discounting function is equal to
the sum of the areas of these trapezoids.

The steeper the discounting (i.e., the lower
the subjective value of delayed or probabilis-
tic rewards), the smaller the area under the
curve will be. Because the x and y values are
both normalized, the area under the curve
can vary between 0.0 (steepest possible dis-
counting) and 1.0 (no discounting). It is im-
portant to note that, because the area is cal-
culated from the empirical discounting
function (i.e., the actual data points) rather
than from a curve fit to the data (e.g., Equa-
tion 1), the obtained area measure does not
depend on any theoretical assumptions re-
garding the form of the discounting function.

In addition to having the advantage of be-
ing theoretically neutral, the area-under-the-
curve measure circumvents the statistical
problems created by skewed distributions.
This may be seen by comparing Figure 2,
which presents discounting parameter distri-
butions, with Figure 4, which presents the dis-

tributions of area measures from the same
subjects in the same conditions (i.e., for both
small and large delayed and probabilistic re-
wards; Green et al., 1999a). Notably, none of
the distributions shown in Figure 4 is signifi-
cantly skewed (all skew measures were less
than 0.72). In contrast, all of the discounting
parameter distributions shown in Figure 2
were significantly skewed (see Tables 1 and
2).

As noted previously, normally distributed
measures can be analyzed using parametric
statistical techniques. In the present case, this
is illustrated by subjecting the area measures
to a 2 (small vs. large amount) 3 2 (delayed
vs. probabilistic type) repeated measures
analysis of variance (ANOVA). Results re-
vealed a significant effect of type of reward,
F(1, 67) 5 70.82, p , .0001. There was no
significant effect of amount of reward, F(1,
67) 5 1.72, p 5 .194. However, this finding
must be interpreted in the light of the signif-
icant interaction between amount and type,
F(1, 67) 5 60.62, p , .0001.

As may be seen in Figure 5, the observed
interaction reflects the opposite effects of
amount on the discounting of delayed and
probabilistic rewards. That is, for delayed re-
wards, the small amount was discounted
more steeply than the large amount, whereas
for probabilistic rewards, the small amount
was discounted less steeply than the large
amount. These opposite effects of amount on
the different types of rewards explain why the
main effect of amount was not significant.
These results provide evidence of the validity
of the area measure by demonstrating that it
yields results similar to those obtained with
previous methods (Green et al., 1999a).

Discussion

One of the first tests of a new technique,
including a method for statistical analysis, is
whether it can reproduce standard findings.
Only if the method passes this test can it be
applied with any confidence to new data. The
present effort applies this test to a new meth-
od of measuring discounting behavior based
on the area under the empirical discounting
function. The effects of reward magnitude on
temporal and probability discounting are well
established (Green et al., 1997, 1999a; Kirby,
1997; Raineri & Rachlin, 1993), and the pres-
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Fig. 4. Frequency distributions (N 5 68) of area-under-the-curve measures. Compare these distributions with those
shown in Figure 2, which are based on the same data (Experiment 1 of Green et al., 1999a).

ent results demonstrate that such effects are
evident using area measures.

The proposed area measure has several ad-
vantages over measures based on discounting
function parameters (e.g., b and s in Equation
1). One advantage is that, as reported above,
the distribution of area measures, unlike dis-
tributions of estimates of the parameters, is
not skewed. This means that one can use
parametric statistics with area measures,
whereas the parameter estimates require the
use of nonparametric statistics. The ability to
use parametric statistical tests can be an ad-
vantage because such tests are generally more
powerful and more flexible than nonpara-
metric tests.

A further advantage of the area measure is
that, unlike measures based on the parame-
ters of a discounting function, the area mea-
sure requires no assumptions regarding the

mathematical form of this function. This is a
potentially useful attribute given that there is
currently no consensus regarding what the
form of the discounting function is (Grace,
1999; Green et al., 1999b; Loewenstein & Pre-
lec, 1992; Myerson & Green, 1995; Rachlin,
1989). Moreover, the proposed forms for the
discounting function generally involve more
than one free parameter (but see Rachlin,
1989), thus creating potential problems with
collinearity and interpretation. In fact, as re-
ported above, the parameters of Equation 1
are collinear.

The area measure, of course, has its own
limitations, and potential users should be
aware of these. One limitation follows directly
from the use of normalized values (i.e., sub-
jective value expressed as a proportion of
nominal value, and delay or odds against ex-
pressed as a proportion of their maximum
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Fig. 5. Area under the curve as a function of amount
of reward. The mean areas and standard errors are
shown for the four conditions of Experiment 1 in Green
et al. (1999a).

Fig. 6. Discounting curves for 2 hypothetical individ-
uals who show different rates of discounting but who
have equal areas under the curve.

value). As a consequence, the area has the
advantage of being scaled from 0.0 to 1.0 but
has the disadvantage that areas from different
experiments cannot be compared without ad-
justing for differences in the range of the in-
dependent variable. One way to make com-
parisons between experiments is to calculate
the area for each experiment using, as the
maximum value, the largest delay or odds
against that is common to all of the experi-
ments.

Another possible concern is that the area
under two discounting functions may be the
same even though the two functions have dif-
ferent shapes. For example, consider Figure
6. The solid curve represents an individual
who discounts rewards more steeply when de-
lays are relatively brief, whereas the dashed
curve represents an individual who discounts
rewards more steeply at longer delays. Nev-
ertheless, the areas under both individuals’
discounting functions are equal.

This example obviously is not intended to
discourage the use of area measures but rath-
er to emphasize the need to examine raw
data before selecting a derived measure. In
cases like that in Figure 6, for example, one
might want to consider calculating separate
area measures over two different ranges: one
area to reflect discounting in the near term
(e.g., when delays are less than a year) and
the other in the long term (e.g., when delays

are greater than a year). Moreover, one might
be interested in whether one area (e.g., the
near term) correlates more highly with cer-
tain behavioral tendencies or personality
traits whereas another area (e.g., the long
term) correlates more highly with other be-
havioral tendencies or traits.

The proposed area-under-the-curve mea-
sure represents a new and, we believe, poten-
tially valuable approach to the analysis of dis-
counting behavior. The area measure is
theoretically neutral, and thus avoids poten-
tial problems created by the lack of consensus
regarding the mathematical form of the dis-
counting function. It is not intended, how-
ever, as a substitute for theoretical models
with multiple parameters. The area measure
is specifically not a substitute for a theoreti-
cally based discounting function, but rather
provides a single, statistically advantageous
measure that can be used to compare groups
and individuals. A full understanding of dis-
counting, however, will likely require a com-
plex model that, in turn, will lead to the de-
velopment of more complex measures. For
the present, however, it may be useful to have
a simple, univariate measure that is not tied
to any specific theoretical framework.
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